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Abstract. We present our Balanced, Integrated and Grounded (BIG) argument for assuring the safety of AI systems. The BIG
argument adopts a whole-system approach to constructing a safety case for AI systems of varying capability, autonomy and
criticality. Whether the AI capability is narrow and constrained or general-purpose and powered by a frontier or foundational
model, the BIG argument insists on a meaningful treatment of safety. It respects long-established safety assurance norms
such as sensitivity to context, traceability and risk proportionality. Further, it places a particular focus on the novel hazardous
behaviours emerging from the advanced capabilities of frontier AI models and the open contexts in which they are rapidly
being deployed. These complex issues are considered within a broader AI safety case that approaches assurance from both
technical and sociotechnical perspectives. Examples illustrating the use of the BIG argument are provided throughout the
paper.
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1 INTRODUCTION
AI is increasingly recognised for its potential to deliver signi�cant bene�ts at the individual and societal levels,
cutting across sectors and national boundaries [1]. AI’s use in Healthcare is a classic example [2]. Alleviating
pressures on healthcare systems across the world is a global priority. Latest OECD reports highlight AI’s capacity
to “automate administrative tasks and free substantial time for healthcare providers to focus on patient care” [3]. In
particular, AI can extend “health services to remote or underserved areas, improving healthcare access for millions
worldwide living hours away from the nearest healthcare facility”[3].

However, there have been major concerns about the harms, e.g. physical and psychological [4] [5], that the use
of AI could cause, especially when the technology is embedded into wider engineered systems and complex social
settings [6][7][8]. For instance, accidents and incidents involving autonomous driving have been newsworthy
[9]. Two notable examples are an Uber self-driving car crash that led to the death of Elaine Herzberg in Tempe,
Arizona in 2018 [10], and the suspending of Cruise ‘robotaxi’ operations, a subsidiary of General Motors, in San
Francisco, California in 2023 following a series of pedestrian injuries [11].
Since the publication of Google’s landmark paper “Attention is all you need” in 2017 [12] and the subsequent

rise of Large Language Models (LLMs) [13], the scope in which AI is being deployed within safety-critical
systems has grown signi�cantly. The rapid scaling of capabilities, driven by increasing data and computational
resources, shows no signs of slowing down [14][15]. Further, the release of R1 in January 2025, an LLM developed
by DeepSeek, suggests that computational techniques beyond scaling pre-training data could lead to more
e�cient results [16]. Interestingly, work is also well underway to incorporate LLMs as well as multimodal
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variants, such as vision language models, in self-driving vehicles [17] [18]. Vision Language Models (VLMs) use
the same transformer-based approach as LLMs but with images rather than text as inputs. Indeed, for safety-
critical applications, the tendency of LLMs to produce factually incorrect but seemingly plausible outputs, i.e. AI
hallucinations [19][20], presents an open challenge for their use in such applications.

The scale and signi�cance of AI-induced harms make proactive and systematic assurance of safety a priority
[21][22][23]. This is particularly the case as AI systems are granted greater autonomy [24][25] and the use of
powerful, general-purpose foundational models, or frontier AI, increases [26] [15] [27]. For instance, critical tasks
such as clinical diagnoses [28] or driving in open environments [29] are gradually being delegated to AI-based
systems. Up until now, the partial automation of such activities has assumed, and is often built around, human
oversight as a central risk mitigation measure [30]. The transition of such tasks from human to AI fundamentally
challenges long-established engineering standards and safety practices, which centre on high degrees of control
of systems and their environments [31][32][33]. It is worth noting that such challenges are also present with the
widespread introduction of AI even when human oversight is assumed, due to both technical reasons (e.g. lack
of transparency in AI decision making) as well as socio-technical reasons (e.g. an organisational culture where
people lack psychological safety to disagree with AI decision making, which hinders their ability to exercise
oversight) [34].
For six decades, safety cases have been an accepted means for assuring the development, deployment, main-

tenance and decommissioning of safety-critical systems across many sectors, most notably nuclear, defence
and automotive [35][36][37]. Safety cases provide a way to communicate a clear, comprehensive and defensible
argument that a system is acceptably safe to operate in a given context [38]. They consist of a structured argument,
supported by a rigorous body of evidence. Importantly, the use of safety cases represents a shared mindset and
understanding of how safety should be managed and evidenced, extending beyond merely viewing the safety
case as a document [39]. There is growing interest in appraising the suitability of safety cases for supporting
the assurance of AI-based systems and services [40] [41]. There has been substantial research undertaken into
the development of compelling safety cases for narrow AI models, especially those used in highly autonomous
applications [42]. Further, with the remarkable advancement of frontier AI models, particularly LLMs, there
has been growing interest in the development of safety cases for such general-purpose AI systems [43]. This
has focused almost exclusively on the consideration and mitigation of large-scale risks associated with the
development of unauthorised and unacceptable capabilities of LLMs [44]. This work is signi�cant and essential.
However, major gaps remain to integrate this fast emerging work into the wider consideration of immediate and
imminent risks of harm to individuals and society caused by the integration of general-purpose AI models into
safety-critical products and services.
In particular, as with any technology [45], it is essential to consider the risk of harm when using a general-

purpose AI as part of a wider system to undertake speci�c tasks. The safety cases created must take into account
the broad operational context to ensure that di�erent kinds of hazards, both immediate and long-term, are
addressed in an integrated and consistent manner. In this way, the safety cases are grounded in the established
principles of system safety that are expected for all safety-related applications [46].

In this paper, we propose a systematic approach to assuring the safety of AI through the provision of a whole
system safety case. Speci�cally, this paper proposes a Balanced, Integrated and Grounded (BIG) argument that
addresses AI safety at both the technical and the sociotechnical levels. The approach takes an architectural
approach to AI safety cases, demonstrating how an overall AI safety argument, in its di�erent social, ethical and
engineering aspects, comes together.

The BIG argument primarily builds on the following patterns and methodologies:

• Principles-based Ethics Assurance (PRAISE) [47]
• Assurance of Autonomous Systems in Complex Environments (SACE) [48]
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• Assurance of Machine Learning for use in Autonomous Systems (AMLAS) [40]
• Emerging safety argument patterns for frontier AI models (e.g. [44][49])

Overall, the goal of the BIG argument is to improve transparency and accountability for the safety of AI, and
ultimately contribute to the development, deployment and maintenance of justi�ably safe AI systems. The target
audience of this work is wide and diverse:

• Safety specialists and regulators, including those who have to sign-o� safety cases;
• AI developers and system/software engineers, covering the full engineering lifecycle;
• Non-technical professionals, including managers, lawyers, ethicists, policy makers and social scientists;
and

• Users, varying from trained professionals, e.g. clinicians and pilots, to the general public whose safety is
at stake.

The paper is organised as follows. We �rst provide an overview of safety cases. Next, we present our BIG safety
argument, followed by a detailed description of its core sub-arguments (ethical/social, engineering and technical).
To illustrate its application, we include examples from diverse domains and AI technologies of di�erent capability,
autonomy and criticality. Finally, we conclude with overarching themes for future work.

2 A VERY BRIEF OVERVIEW OF SAFETY CASES
A highly-cited de�nition of safety cases comes from the UK Defence Standard 00-56, in which a safety case is
described “a structured argument, supported by evidence, intended to justify that a system is acceptably safe for a
speci�c application in a speci�c operating environment [38]”. The more critical, novel and uncertain the system
and its context, the more detailed the safety argument and evidence are expected to be [50].

Safety cases were �rst adopted in the UK nuclear industry in 1965 in response to the Windscale �re accident in
1957 [51]. The adoption of safety cases was part of a shift in regulation from compliance-based to goal-based
approaches. The thinking behind this is that while the regulator can set goals, the developers and operators
of safety-critical systems are best placed to determine the means through which these regulatory goals can
be achieved, especially in industries that are fast changing and where prescriptive standards would be at risk
of lagging behind the state of the art [52][53]. Following major accidents in other industries, the goal-based
regulatory approach supported by safety cases was adopted across UK safety-critical industries, including o�shore
oil and gas production (Piper Alpha explosion in 1988 [54]) and railways (King’s Cross escalator �re in 1987 [55]
and Clapham main line derailment in 1988 [56]). The construction industry is the most recent domain (high-rise
residential buildings) to adopt safety cases following the Grenfell Tower �re in 2017, where 72 people died [57].
When used as a proactive approach to safety management, the use of safety cases has the potential to o�er

signi�cant bene�ts [37]. Most importantly, safety cases can provide assurance to developers and operators of
safety-critical systems that they have properly understood relevant risks and that these are su�ciently managed
[54]. In addition, safety cases as an approach should not be mistaken as simply a written document, i.e. a safety
case report, but rather as a structured way and shared understanding of thinking about and managing safety [39].
The mindset underpinning the safety case approach is arguably its greatest strength as it encourages proactive,
continual engagement with safety in an open and transparent manner.

However, when safety cases are applied without the accompanying shift in mindset, there is an acknowledged
risk that the approach can degenerate into a paper-based bureaucratic exercise that o�ers little towards improving
safety [58]. This was highlighted in the review following the loss of a Royal Air Force Nimrod aircraft in
Afghanistan in 2006 [59]. Furthermore, critics of the safety case approach have highlighted that there is a lack of
robust evidence about the e�ectiveness of safety cases as a regulatory approach [60][61][62]. In practice, safety
cases are adopted based on face validity rather than conclusive evidence of their utility [37].
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For over three decades, research in safety cases, mostly conducted in collaboration with industry, has focused
on several key areas:

• Notations: Mostly graphical representations (and also others [63][64]), primarily using the Goal Structuring
Notation (GSN) [65] and Claim-Argument-Evidence (CAE) [66];

• Processes: Integrating safety assurance into design from the earliest stages of development and throughout
[67];

• Model-based engineering: Providing metamodels and ontologies for model-based safety cases, utilising
model transformation, traceability and validation [68];

• Safety case automation: Tool support for argument generation, integration and evaluation [69][70];
• Formal reasoning: Representing safety arguments in mathematical formats to improve precision and
consistency [71];

• Modular safety cases: Promoting separation of concerns and enabling compositional representation and
analysis [72][73];

• Con�dence assessment: Evaluating di�erent kinds of uncertainty, both qualitatively and quantitatively
[74][75][76][77][78];

• Reuse: Promoted through argument patterns and templates [79][80];
• Evolution and updates: Addressed via the concept of dynamic safety cases and phased safety case
development [81][82][83][84];

• Argument-based assurance: Extended to cover properties beyond safety [85][86], such as security [87][88],
ethics [47], and trustworthiness [89].

The current literature already covers some methods and case studies on the use of safety cases for AI sys-
tems. Most of these studies often have a narrow focus, such as a tightly-scoped technical problem (e.g. robustness
of neural networks for pedestrian detection [90]) or a speci�c legal consideration (e.g. liability for misdiagnosis
using a clinical AI tool [91][92]). Having a narrow focus o�ers advantages, such as providing stronger and more
detailed evaluation evidence. These studies are typically driven by speci�c requirements in safety standards
or guidelines for producing safety cases, most notably in automotive [93][94][95], healthcare [96] and aviation
[97][98].
More recently, safety cases have been considered in the context of frontier AI assurance. Unlike existing

literature on safety cases that looks at AI systems in speci�c contexts and for clearly de�ned purposes (i.e.
downstream AI safety [99]), the emerging work on frontier AI safety cases takes a capability-based approach
in isolation of a speci�c deployment environment (i.e. upstream AI safety) [43][41]. The main questions of
interest here are: Does a frontier AI model pose a dangerous threat or hazard to society, and is it controlled
or controllable? A key focus of these arguments is capability misuse by ‘bad actors’, say for the purpose of
compromising cybersecurity or producing bioweapons leading to catastrophic or even existential harm.
While the term "capability" is widely used in the literature, a concrete de�nition is rarely provided. Instead,

works commonly present a limited set of examples of capabilities, leaving readers to infer their own de�nition.
Without a clear de�nition, it becomes di�cult to develop approaches to tackle this important problem or determine
whether solutions would apply to capabilities more broadly. One de�nition of capabilities has been supplied in
the 2025 International AI Safety Report [100] as “The range of tasks or functions that an AI system can perform and
the pro�ciency with which it can perform them". This de�nition highlights the need for a system-centric approach
to AI safety. AI systems are typically orchestrations of frontier models, machine learning components, traditional
software, hardware and human operators. As such, assuring the safety of such systems requires more than a
consideration of the technological features of AI models. We must also consider the context into which they are
to be deployed, as well as the social and ethical landscape. What is needed is a balanced, integrated and grounded
argument.
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Fig. 1. The Balanced, Integrated and Grounded (BIG) argument, represented in GSN

3 THE BALANCED, INTEGRATED AND GROUNDED (BIG) ARGUMENT
The fragmented state of the literature on AI safety does not help address a central question [15]: how does the
whole safety argument come together?

We address this challenge by proposing our Balanced, Integrated and Grounded (BIG) argument for AI safety
cases. It is centred on three key characteristics:

(1) Balanced argument: Protection from or avoidance of harm is a fundamental ethical principle enshrined
in professional codes and legal standards. This principle of safety, or non-male�cence, is one part of a set
of core principles that should guide critical decision-making about complex societal and technological
interventions. Balancing these principles often requires careful consideration and trade-o�s [101][47].
For AI systems, a clear and explicit safety argument should facilitate a robust and inclusive dialogue
among relevant stakeholders or their representatives, addressing their perspective on safety risks, relating
them to other critical issues such as privacy and bias [102][103]. This dialogue should form the basis for
a proportionate approach to risk reduction, ensuring that AI safety is not unjusti�ably achieved at the
expense of other ethical values like fairness [104] and human autonomy [105].

(2) Integrated argument: The technical side of AI safety cannot be considered in isolation. Safety assurance
must integrate the relevant ethical, social and engineering dimensions of AI deployment [106]. Claims,
assumptions and evidence for safety in one dimension can re�ne those in another. Consider a clinical
reinforcement learning system used to support sepsis treatment in intensive care units [96][107]. Claims
about mitigating the clinical risk of adverse outcomes, such as unnecessarily recommending a vasopressor
for a patient with high blood pressure, are intertwined with the technical objective of penalising the un-
derlying model for exhibiting such risky behaviour. These clinical and technical issues are interconnected
and should be reasoned about in a traceable and integrated manner.
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(3) Grounded argument: Key aspects of AI assurance will focus on unique issues related to the AI lifecycle
and design, such as the completeness of training and testing datasets, model performance and robustness
and output explainability [108]. However, to be meaningful in a safety context, these issues must be
linked to and grounded in established safety norms [109] such as hazard-oriented safety requirements,
risk-driven controls [110] and just safety cultures [111][112]. While AI presents signi�cant and novel
safety challenges, these traditional norms and practices remain relevant. In fact, the complex nature of AI
systems further emphasises the need for rigour [113] and transparency [114] in how risk acceptability
[115][116] and safety requirements are argued about, reviewed and challenged [117].

4 SKETCHING THE BIG ARGUMENT
Figure 1 sketches our BIG AI safety argument. The argument structure, represented using the patterns and
modular features of the Goal Structuring Notation (GSN), incorporates the following sub-arguments:

• AI Ethics Argument: This argument considers safety amongst other principles that must be assured
for the ethical use of AI. Trade-o�s between these principles will often be inevitable. The argument
outlines how tradeo� decisions and assumptions may be justi�ed, understood and accepted by a�ected
stakeholders or their representatives (e.g. regulators). Our Principles-based Ethics assurance (PRAISE)
patterns provide a basis for this argument [47].

• AI System Safety Argument: This covers the wider system in which an AI model is deployed, which
could be physical (e.g. an autonomous vehicle) or procedural (e.g. drug discovery). The argument details
claims and assumptions about relevant hazards and risks, and evidence for the suitability of system-level
risk controls including redundancy, diversity, monitoring and meaningful human control/oversight. Our
Safety Assurance of Autonomous Systems in Complex Environments (SACE) patterns provide a basis for
this argument [48].

• Purpose-speci�c AI Model Safety Argument: This represents claims and evidence for AI models
trained and tested for a speci�c purpose, such as identifying pedestrians using a convolutional neural
network or recommending a treatment using reinforcement learning. A key focus of the argument is the
justi�cation of the training and testing datasets and the allocated safety requirements and metrics. Our
Assurance of Machine Learning for use in Autonomous Systems (AMLAS) patterns provide a basis for
this argument [40].

• General-Purpose AI Model1 Safety Argument: This represents safety claims about general-purpose
models and capability-speci�c risks and guardrails, and the supporting evidence, particularly from
evaluations (evals), independent audits and red teaming [119][120]. Preliminary argument templates
and example safety cases have started to emerge, with focus on speci�c capabilities, e.g. the ability of a
frontier AI to hide its behaviours until deployment or undermine oversight [121][122]. A recent report by
the UK AI Security Institute stated that “Frontier AI safety cases should make arguments about more than
just the technical system” [123]. The BIG argument advances this proposition. It o�ers traceable means
for integrating the assurance of the technical capabilities of these advanced models with a wider set of
sociotechnical issues at both the system and societal levels [124][27][125].

1Here we use the term General-Purpose AI as de�ned in [118] i.e. a model created without an explicit consideration of the �nal system within
which the model will be deployed. Such models can typically, without substantial modi�cation, be tuned to meet the needs of a speci�c role
within a system.
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contextual information, or a 
statement.

A module presents a 
reference to a module 

containing an argument

 A solid square represents an assurance claim point

A hollow circle is the symbol for optionality

Fig. 2. Symbols and elements of a GSN argument. Extracted and adapted from Assurance Case Working Group [65]

It is important to emphasise that when these General-Purpose AI capabilities are made explicit,2 they often
con�ate societal and systems thinking rather than merely considering the technical capabilities of the model.
This con�ation must be disentangled through a structured argument, as illustrated by the BIG argument, before
su�cient action can be taken to address the arising safety issues.

Structurally and notationally, the overall GSN argument pattern is described as follows (see Figure 2 for a GSN
legend): The AI Ethics Argument module is supported by one or more AI System Safety Argument modules (the
multiplicity is represented by the solid circle). This indicates that multiple AI systems may require separate safety
arguments within a broader safety case. For example, a ground-based system and an airborne system might each
need a separate safety argument as part of an overall aviation safety case for an AI-enabled navigation capability.
These modules are also ‘undeveloped’ and ‘uninstantiated’. This means that the argument contained within the
modules requires further support and speci�c details (hence its status as a template).
The multiplicity and choice symbols (solid diamonds) under the AI System Safety Argument module indicate

that this module may be supported by one or more argument modules corresponding to either general-purpose
or purpose-speci�c AI models. As such, the safety argument for an AI model within an AI system is captured in
either the Purpose-speci�c AI Model Safety Argument module or the General-Purpose AI Model Safety Argument
module, depending on its intended use (i.e. general or speci�c purpose). As purpose-speci�c AI models often build
on capabilities provided by general-purpose AI models, an optional link (represented by the hollow circle) can
be used to connect the two corresponding argument modules. It is important to note that Retrieval Augmented
Generation (RAG) [127] is increasingly utilised to improve the accuracy of general-purpose AI models for speci�c
purposes [128]. In such cases, the use of RAGs could be justi�ed within the Purpose-speci�c AI Model Safety
Argument.

2In [126], a capability is suggested as “Capable of signi�cantly enabling a non-expert to develop known biothreats that could increase their ability
to cause severe harm compared to other means". Here the role of the model within the larger system may be considered as a publicly accessible
knowledge source, or natural language search tool. For harm, of this type, to occur requires a societal context in which the non-expert has an
adversarial mindset and access to the resources necessary to make use of the knowledge supplied. To mitigate this issue at the technical
level requires a consideration of issues such as data poisoning and deployment mitigation strategies in the wider software framework. The
General-Purpose AI model does not, on its own, have the capability of producing harm.
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Finally, in this paper, we focus on the structural aspects of the BIG argument. However, a safety case for a
complex intervention such as AI is rarely static. Rather, it is a living, dynamic approach integrated into the wider
design and operational processes. This approach evolves with new evidence and an updated understanding of
the system’s actual performance in its intended operational environment [81].
The next three subsections explore the argument modules in more detail. Additional practical guidance, and

the underpinning assurance methodologies, are detailed in [47][48][40]3.

4.1 AI Safety: The Ethical Argument
We situate the top-level argument within the wider ethical landscape [129]. This is important for three reasons.
Firstly, ensuring safety is a fundamental ethical obligation. Secondly, claims about AI safety are inseparable from
claims about other ethical principles such as AI fairness and transparency. Thirdly, tradeo�s between various
ethical principles (such as transparency and privacy) are often necessary and therefore have to be explicitly
considered, justi�ed, challenged and where appropriate accepted.
Here, we build on the four classical principles of biomedical ethics [130]. These are the principles of justice,

bene�cence (do good), non-male�cence (do not harm) and respect for human autonomy. As we argue in more
detail in [47], these principles provide a plausible normative basis and coverage of key ethical values such as
sustainability, dignity and reciprocity [131][132][133]. Burr and Leslie present an alternative, bottom-up, approach
to structuring an AI ethics argument [89].
The argument for each of the four principles is contained within a separate module in Figure 3. The ‘Ethics

Assurance Argument’ module captures the overall argument for ethical acceptability, which is centred on making
the case for the just deployment of the AI system. This is detailed in the ‘Justice Argument’ module and appeals
to the equitable distribution of bene�ts and harms across all a�ected stakeholders. This argument deals with the
necessary issue of resolving and justifying tradeo�s and builds on and integrates separate and detailed arguments
concerning the bene�ts o�ered by the use of the AI system (through the ‘Bene�cence Argument’ module) as well
as the mitigation of harm posed by it (via the ‘Non-male�cence Argument’ and ‘Human Autonomy Argument’
modules).
It is important to note that the consideration of safety is not limited to the ‘Non-male�cence Argument’ but

cuts across all argument modules. For example, respecting human autonomy, covered in the ‘Human Autonomy
Argument’ is fundamental for assuring e�ective oversight. Otherwise, the role of humans as a risk control in
AI-based decision support systems is weakened. This in turn may undermine con�dence in the overall safety
case. Similarly, reasoning about proportionality, which is central for making decisions about risk acceptability, is
considered in the ‘Justice Argument’ module, as it often hinges on some form of risk-bene�t analysis, including
trade-o�s.

Another central aspect of the ethical AI debate is transparency [134], captured in the ‘Transparency Argument’
module, which is essential for safety assurance. In this argument, we consider transparency as a supporting
principle. It plays two key roles in the overall AI safety argument.

• Firstly, it presents transparency claims about the AI development, supply-chain and deployment processes,
e.g. why the training datasets were selected and how they were preprocessed to ensure accuracy and
balance.

• Secondly, it directly links to explainability of the AI outputs and the extent to which the speci�c formats and
modes of explanation are appropriate and meaningful for the intended recipients (e.g. feature importance
vs counterfactual reasoning)[135]. We speci�cally build on the philosopher Paul Grice’s maxims of
cooperative communication [136][137]. The four maxims of quantity, quality, relevance and manner

3Some aspects of PRASE, SACE and AMLAS have been adapted and abstracted to ensure consistency and brevity. Readers are advised to
consult the primary sources [47][48][40] for a full description of the methodologies and argument patterns.
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Fig. 3. The Ethical Argument represented in GSN
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Fig. 4. Justice argument module of the PRAISE pa�ern represented in GSN [47]

provide a sound basis for assuring the suitability and e�ectiveness of communication about critical AI
properties.

The AI Ethics Argument is described in full in [47]. However, to illustrate how this argument brings the di�erent
ethical considerations together, we next discuss the Justice Argument in more detail. The argument contained
within this module is shown in Figure 4. The top claim states that the “distribution of bene�t, tolerable residual
risk, and tolerable constraint on human autonomy is equitable across all a�ected stakeholders”.
This claim appeals to the notion of distributive justice, re�ecting a deeper consideration of who bene�ts

and who bears the risks from the use of AI. This in turn provides a more transparent basis for judging the
proportionality of risks to di�erent stakeholders and at what cost or bene�t to others and themselves [47].
To support this claim, the argument is built on two overarching strategies. The �rst, JA1, details claims

that the system provides bene�ts, does not cause unjusti�ed harm and does not unduly place constraints on
human autonomy. This strategy considers these issues as discrete elements of ethical acceptability, where each is
developed further in a separate argument module. The second strategy, JA2, collectively considers bene�ts, risks
of harm and constraints on human autonomy, focusing on inevitable tradeo�s and their justi�cation (JG5), e.g.
through re�ective equilibrium [138], associated with John Rawls’ work on justice [139]. Two additional claims are
emphasised in this argument: that unacceptable role combinations are eliminated (JG3) e.g. certain groups only
bearing risk, and no bene�t, from AI’s use, and that AI deployment does not entrench existing inequalities (JG4).
A key challenge in supporting the Ethical Argument lies in the limited availability of practical methods and

techniques for translating ethical principles into concrete requirements [129]. Example 1 illustrates a potential
approach to addressing this challenge.
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Example 1. Identifying Ethical Concerns for an AI-enabled Assisted Dressing Robot

AI-enabled robotics have been proposed as a way of improving the lives of those living long-term conditions which restrict
physical capabilities. Deploying such systems could increase independence in the elderly and reduce the need for traditional care
services. The services o�ered by such systems will need to be personalised to the user and the context in which they are to be
deployed.

4. Monitor

2. Monitor

5. Control

6. Communicate

3. Communicate

1. Dress

7. Monitor

Support Users

Home Automation 
System

Autonomous Robotic
System

User to be 
Dressed

Fig. 5. Robotic assisted dressing platform [140]
Figure 5 shows one such case where an AI-enabled robotic system is deployed to aid a user to dress in their own home

[140][141]. In order to undertake the primary function of dressing, the platform will need to monitor the user and communicate
with them. Since dressing necessitates the user to be undressed (or partially dressed) the platform is also able to control the heating,
curtains and lighting in the home. Finally, since the user may be vulnerable, facilities are available to communicate with a support
team who, in turn, can monitor the state of the system to ensure it is functioning as expected.

For critical systems such as this, it is necessary for us to derive requirements which are not only functional in nature, but also
respect Social, Legal, Ethical, Empathetic and Cultural (SLEEC) norms [140]. These norms are derived from high-level principles
(Table 1) and re�ned through a structured elicitation process (Figure 6) to de�ne rules and address the trade-o�s arising from the
context into which the system is to be deployed and the multi-disciplinary requirements of system stakeholders.

SLEEC Concern Description

Privacy Limiting intrusion on the personal space of the user and ensuring privacy is pro-
tected; safeguarding health data, practising good data stewardship, and granting or
restricting access to medical records

Respect for Autonomy Granting and withdrawing of permissions, including consent and assent; ensuring
the user maintains an appropriate level of control

Dignity Understanding and accommodating the user’s social and cultural sensitivities, re-
spectful treatment

Explainability and transparency Informing the user about system decision-making and any inferences made; providing
justification for a course of action adopted

Beneficence Maximising good outcomes
Non-maleficence Minimising harm by ensuring safety and reducing the possibility of physical and

psychological harm to the user

Table 1. Examples of SLEEC concerns in the robotic asssisted dressing system [140]

The complexity of the rules arising from such systems could lead to con�icts and redundancy. The SLEEC methodology may support
the AI Ethics Argument by providing a potential approach to identifying and analysing key ethical issues and how they relate to
other social norms. It o�ers a language, formal semantics and a toolset to encode these rules for use in robotic and AI systems and
part of the evidence base needed to support the top argument.

Identify high

level principles

Map proxies

to system

capabilities

Identify

SLEEC

concerns

Resolve

SLEEC

conflicts
Refine rule

1 2 3 4 5

Concern identified

No new concerns

STOP

Fig. 6. The SLEEC requirements elicitation process [140]
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5 AI SAFETY: THE SYSTEM ARGUMENT
This argument re�nes the ethical claims about AI safety, considering them in more detail within both the context
of the wider system (e.g. a maritime autonomous surface ship [142][143]) and the social and organisational
setting in which it is deployed (e.g. passenger ferry services in busy maritime environments and sta�ng levels
that impact on the ability of people to augment autonomous AI functions).
Issues of particular focus are the scope of the operational domain, considering the system’s ability to safely

operate within and beyond its de�ned context, and human-machine interactions, including challenges around
over- or under-reliance on AI-enabled functions. The systems engineering perspective becomes more prominent
here, focusing on claims and assumptions about the overall system architecture, including redundancy, diversity
and monitoring (see Example 2: architectural tactics for incorporating AI in aviation). It also addresses how
detailed safety requirements, incorporating uncertainties, are determined, re�ned, and veri�ed.

Example 2. Architecting AI-based Autonomous Aviation Systems

When using AI in safety-critical systems it is crucial to take a systems perspective to understand and manage its contribution
to risk. Architectural patterns can be used to mitigate some AI failure modes or uncertain behaviours. For example, it may be
possible to monitor and constrain outputs from an AI-based drone �ight stabilisation component to prevent unexpectedly large
directional changes being sent to propellers. Such outputs could physically strain the drone and/or lead to sudden and unpredictable
trajectories around infrastructure [144]. A monitor-based architecture thus reduces the AI component’s individual contribution to
risk of collision and improves reliability of the overall system. Further, it may make assurance requirements on the AI model safety
argument less onerous.

There are many di�erent architectural design patterns (e.g. component monitoring, component switches, voting on outputs
from multiple diverse components with the same function) which can be combined to help incorporate AI into avionics systems and
maintain existing high-assurance norms [98]. For example, runtime monitors can capture information on real-time performance of
AI components, switching to a traditional (but perhaps less adaptive) alternative function if the performance is below a particular
threshold (Figure 7)[145]. These patterns of architectural designs have been used for avionics systems for many years, but AI
provides additional challenges to their e�cacy. For example, run-time performance of an image classi�er is typically di�cult to
accurately assess due to the lack of ground truth for comparison.

Fig. 7. Runtime assurance (RTA) architectural pa�ern [98]

Figure 8 depicts the ‘AI System Safety Argument’ module. The top-level claim (G0) is that the “{AI System (AIS)}
is su�ciently safe throughout its entire operational life”, with the curly brackets indicating that the term ‘AI System
(AIS)’ requires instantiation. The argument strategy supporting this claim centres on the ability of the system to
remain su�ciently safe within (G1) and outside (G7 ) its de�ned operating context (see Example 3: modelling
intravenous infusion administration in intensive care units). Following that, the argument takes a hazard-based
approach (G3), focusing on mitigating the identi�ed hazardous scenarios by developing safety requirements and
constraints on the operation of the system. Collectively, these requirements and constraints constitute the Safe
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Fig. 8. The AI System Argument represented in GSN
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Operating Concept (SOC) (J1). The argument is iterative in nature, decomposing assurance claims about the
development and re�nement of the safety requirements at di�erent levels of abstraction, as indicated in G9 and
S3 (see Example 4: generating AI safety requirements for satellite-based wild�re detection).

Example 3. Complex Contexts: Performance Variability in Intravenous Infusion Administration in ICU

The use of AI in healthcare is high on the political agenda. However, to meaningfully incorporate AI-based tasks into clinical
pathways, it is important to model and analyse existing clinical needs, challenges and constraints. Appreciating the complexity
of clinical practice and reducing the gap between work-as-done and work-as-imagined is essential [146]. FRAM (Functional
Resonance Analysis Method) is a well-established technique in safety science used to model the performance variability of complex
sociotechnical systems (work-as-done) [147].

Figure 9 shows a FRAM diagram of intravenous infusion administration [148]. This links to the need to de�ne the operating
context of the system (Context C1 in the AI System Argument). The purpose behind the model and analysis, detailed here [148], was
to ensure su�cient understanding of current practice as a prerequisite for automating any tasks using AI systems.

Fig. 9. FRAM network diagram of intravenous infusion administration [148]
For example, the model indicates that some variability in medication ordering in ICU may be justi�ed. The standard operating

procedure (SOP) suggests nurses should always have a written prescription beforehand to ensure correct administration. However,
emergencies may require immediate drug administration, or doctors may be too busy to write an order immediately and advise
proceeding without it, on the understanding that the prescription will be issued later. This illustrates how people make adjustments
in everyday work in order to deliver care successfully given competing demands and priorities. When designing and deploying
AI-based systems, it is important to consider whether and how their use might potentially disrupt people’s ability to make such
adjustments �exibly, e.g. if the AI requires that a prescription has been issued on the electronic system without the ability to a�ord
any �exibility.

It is important to note that Assurance Claim Points (ACPs), represented as black squares, are used in the
representation of this argument [75]. ACPs provide links to con�dence arguments that justify the su�ciency
of con�dence in speci�c aspects of the safety argument. For example, for a hazard-based argument such as the
one presented in Figure 8, con�dence that all hazardous scenarios associated with the operation of the system
are identi�ed is fundamental. To this end, an ACP is added to the contextual link between G3 and C2, creating a
pointer to a detailed con�dence argument concerning the way in which scenarios were generated, reviewed and
updated. The full argument is explained in detail in [48].
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Example 4. AI Safety Requirements for Satellite-Based Wildfire Detection and Alert System

A satellite with amulti-spectral imager passes over a region of interest that may contain wild�res (Figure 10). An Arti�cial Neural
Network (ANN) onboard the satellite is trained to detect wild�res in the images received and to send an alert to a ground station
identifying the location of the �re [149]. This alert can then be passed to the relevant authorities who can respond appropriately.
Detecting wild�res onboard a satellite reduces bottlenecks and delays associated with sending image data to be processed on the
ground [150].

Fig. 10. Concept of Operations for Wildfire Alert System [149]
Two potential hazards were identi�ed for the wild�re alert system:
• Hazard 1 is that the emergency services miss a wild�re emergency, which could lead to a delay in the response to the

�re, a larger and less controlled �re, and thus a potential increase in the risk of harm to people and property or putting
�re�ghting teams in danger. It is determined that the AI-based wild�re alert system could contribute to this hazard through
failure to detect the presence of a wild�re. Table 2 shows three safety requirements identi�ed for the wild�re alert system
in order to mitigate the contribution of the system to this hazard through the speci�cation of required accuracy and
response time of the AI-based wild�re alert system.

• Hazard 2 is that an alert is raised for a wild�re that does not actually exist. This could result in �re response resources
being mis-assigned and thus unavailable to respond to real wild�res in a timely manner. The AI-based wild�re alert
system could contribute to this hazard through detecting a wild�re in the incorrect location. Figure 2 shows an associated
safety requirement for the wild�re alert system that speci�es an acceptable rate of false detections through comparison to
current systems.

Table 2. System safety requirements for wildfire alert system [149]

Hazard 1 - Services Miss an Emergency
REQ-SAFE-ER-1 The Emergency Response Service shall determine the location of an active wildfire within

200m of its true location.
REQ-SAFE-ER-2 The Emergency Response Service shall inform emergency services of an active wildfire within

3 hours of it starting.
REQ-SAFE-ER-3 The Emergency Response Service shall positively identify 95% of all active wildfires acquired

by the satellite instrument within the area of interest.

Hazard 2 - Services are Directed to a False Emergency
REQ-SAFE-ER-4 The Emergency Response Service shall falsely indicate active wildfires in the area of interest

at a rate not exceeding current fire alert service (average for FIRMS of 52 per month) .

This safety requirement speci�cation provides Context C4 to the argument in Figure 8, and justi�cation for the su�ciency of
these safety requirements is provided as a con�dence argument.
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Table 3. Assurance methods for the Data Management stage adapted from [108]

Associated activities† Supported desiderata‡

Method Collection Preprocess. Augment. Analysis Relevant Complete Balanced Accurate

Use trusted data sources, with
data-transit integrity guarantees

4 H

Experimental design 4 4 H H I

Simulation verification and
validation

4 H I I

Exploratory data analysis 4 H H

Use adversarial examples 4 I H

Include a “dustbin” class 4 I H

Remove unwanted bias 4 4 H I

Compare sampling density ÿ 4 H I

Identify empty and single-class
regions

ÿ 4 H I

Use situation coverage 4 H

Examine system failure cases 4 H

Oversampling & undersampling 4 H H

Check for within-class and feature
imbalance

4 H

Use a GAN 4 H I

Augment data to account for sensor
errors

ÿ 4 I H

Confirm correct so�ware behaviour ÿ 4 4 ÿ I H I I

Use documented processes 4 4 4 4 I H

Apply configuration management 4 4 4 4 I H

†
4 = activity that the method is typically used in; ÿ= activity that may use the method

‡
H = desideratum supported by the method; I = desideratum partly supported by the method

6 AI SAFETY: THE PURPOSE-SPECIFIC AI MODEL SAFETY ARGUMENT
This argument starts to cover the technical aspects of AI safety. In particular, we focus on Machine Learning (ML)
in its di�erent forms, such as supervised, unsupervised, and reinforcement learning. The argument considers
ML-based functions deployed to serve a speci�c and often narrow purpose, e.g. diagnosis of particular clinical
diseases in speci�c pathways. The safety claims, assumptions and evidence in this argument cover the entire
ML lifecycle, including data curation, model training and testing, and subsequent deployment, monitoring and
updates (following the AMLAS methodology [40]). The argument is largely requirements-driven, justifying how
system-level safety requirements, considered in the AI System Argument above, are broken down into speci�c
technical AI safety requirements. Evidence that these requirements have been validated and veri�ed is then
generated within the wider system and environment. Key claims centre on speci�c performance and robustness
metrics, quanti�ed safety thresholds, accuracy and representativeness of the datasets and explainability of the
model outputs. Fundamental concerns include traceability between the technical claims at this level and the
higher-level safety claims at the system and ethical/societal levels.
Here, we build on the AMLAS methodology to structure the pattern for a purpose-speci�c AI model safety

argument. Figure 11 depicts a simpli�ed and adapted composition of the 6 sub-arguments comprising the AMLAS
safety argument pattern. These correspond to safety assurance within the following interrelated stages in the ML
lifecycle [40]:

(1) ML Safety Assurance Scoping
(2) ML Safety Requirements Assurance
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Fig. 11. The Purpose-specific AI Model Safety Argument represented in GSN (bird’s-eye view)
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(3) Data Management Assurance
(4) Model Learning Assurance
(5) Model Veri�cation Assurance
(6) Model Deployment Assurance

Example 5. Safety-driven Design of Machine Learning for Sepsis Treatment

Sepsis, a life-threatening organ dysfunction caused by a dysregulated host response to infection, stands as one of the leading
causes of mortality and one of the most resource-intensive conditions to treat in hospitals. The use of Reinforcement Learning (RL)
can help to discover an optimal treatment strategy, particularly optimising the administration of vasopressors and �uids, which are
two fundamental medications for sepsis treatment.

Whilst learning the optimal treatment, the RL system also must not learn hazardous behaviours. One of the hazardous scenarios
is a sudden change of vasopressor dose, which can cause signi�cant harm to the patients, e.g. resulting in acute hypotension (arising
from rapidly decreasing doses), hypertension or cardiac arrhythmias (arising from rapidly increasing doses) [96]. Therefore, we
evaluated whether such behaviours exhibited in the original learnt policy, showing that 35% of the cases that the RL model would
recommend sudden change in vasopressor dose compared to 3% in clinician policy, i.e. what clinicians have done for the same
patient cases, as shown in Table 4.

Table 4. Summary of max dose change between consecutive doses for the three policies

Dose of vasopressor (mcg/kg/min)
Small-Medium Dose Change (0-0.75) Large Dose Change (>0.75)

Clinician Policy 97% (2,100) 3% (60)
Original Policy 65% (1,404) 35% (756)
Modi�ed Policy 92% (1,990) 8% (170)

Guided by AMLAS, especially the model learning stage, we modi�ed the loss function and the feature space in the RL model, as
shown in Table 5, then retrained the RL model. The resulting modi�ed policy showed only 8% of sudden vasopressor dose change
when evaluated on the same patient cases, which is much closer to the clinicians’ behaviour. This shows the value of following a

systematic approach for proactively mitigating the system level risk in the context of the machine learning lifecycle.

Table 5. Major changes in the modified RL model

Features in state space (R1) Cost Function(R3)

Original RL model 48 ! (\ ) = ⇢ [ (&3>D1;4�C0A64C � & (B,0;\ ) )2 ] +
_1<0G ( |& (B,0;\ ) | � &C⌘A4B⌘, 0)

Modi�ed RL model
48 (Removed one feature
– timestep, added an extra
one – relative dose change )

! (\ ) = ⇢ [ (&3>D1;4�C0A64C � & (B,0;\ ) )2 ] +
_1<0G ( |& (B,0;\ ) | � &C⌘A4B⌘, 0) +
_2<0G ( |+2⌘0=64 | � 0.75, 0)
+2⌘0=64 is the agent recommended dose (argmax
of& (B,0;\ )) minus the vasopressor dose
in the previous step; _1 and _2 are the tuning
parameters that decide how much to penalise the
�exibility of the model.

The focus on technical development considers ML developers, systems engineers and subject matter experts (e.g.
clinicians or pilots) as the primary stakeholders in generating the evidence necessary at this stage. The process
outlined in the AMLAS methodology connects the SACE and AMLAS patterns through the safety assurance
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scoping argument, which maps the role of the ML model under consideration to the potential for hazardous
scenarios that may arise from the functions undertaken by the ML model. As such, the top-level claim (G3.1)
made by the application of AMLAS is that the “ML Model satis�es its allocated system safety requirements in
the de�ned environment”. See Example 5, illustrating a traceable link between clinical hazard and the training
requirements for an RL agent involved in supporting the treatment of sepsis.

Further, given the data-intensive nature ofML, the argument pattern pays particular attention to the justi�cation
of the choice of the training and veri�cation datasets. For instance, the safety claim (G3.2) creates an assurance
link between the ML safety requirements (traced to system-level safety requirements) and the data requirements.
That is, the data requirements are su�cient for realising the system-level safety considerations at the data level.
This is then re�ned to consider the rationale for speci�c data desiderata, primarily relevance, completeness,
accuracy, and balance (see Example 6, illustrating an approach to mitigating the impact of rare subclasses in deep
neural network classi�ers).

Example 6. Detection and Mitigation of Rare Subclasses in Deep Neural Network Classifiers

Legal frameworks make explicit lists of protected characteristics which allow for us to de�ne measures of fairness against
which we can evaluate our systems. These characteristics can be used in the development of data collection activities as well as
evaluation processes, e.g. ensuring that gender bias is avoided.

Unfortunately these lists are often too coarse to identify pockets of intersectional data where individuals may still be unfairly
treated in practice. Monitoring and mitigating such subclass discrimination requires us to identify rarity within the data used to
train our models and observed at run-time [151].

Figure 12 illustrates a process in which data samples are evaluated with a simple commonality score that is correlated to the
probability of misclassi�cation, and hence unfair bias, in the resulting AI-enabled system. Samples which are dissimilar to the
greater population are then examined to identify common features and mitigations (such as data augmentation of collection) is
undertaken to correct for the bias.

A similar assessment of the commonality score at run-time allows us to present this to the user, along with our prediction to
allow for adjustments to be made at run time. This method represents an example approach for justifying the quality and coverage
of the AI data management process.
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Fig. 12. Processes for mitigating rare subclasses at training time (le�) and run-time (right). Adapted from [151]

No single tool or technique can provide comprehensive safety evidence across all stages of the ML lifecycle.
However, a systematic approach can use sets of diverse and complementary tools and techniques to create a
compelling safety argument for each stage. Table 3 shows how considering tasks involved with data management
and the desirable features of data can build evidence [108]. Such evidence supports the claim that the data used
to develop and verify an ML component is su�cient (Example 7 provides an example technique for generating
such veri�cation evidence).
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Example 7. Verification of Contextually Relevant Robustness for Neural Network Image Classifiers

Traditional measures of performance on models used in AI-enabled autonomous systems can provide a false sense of con�dence
for systems operating in open-world contexts. Table 6 shows a set of nominal accuracy �gures for a set of neural networks trained
on the CIFAR-10 identi�cation problem. However, these �gures alone tell us little about the robustness of the models when deployed
and therefore additional evidence that they are suitable for use in these complex contexts is required.

Table 6. CIFAR-10 model accuracy [152]

Model Accuracy Model Accuracy Model Accuracy

4A Small Relu 49.11 5A Large Relu 53.20 6A CNN 84.07
4B 47.45 5B 53.04 6B 85.17

Veri�cation is an important step in providing such evidence. Since vision-based systems have been shown to be susceptible to small
perturbations in the input space [153], such an approach may be considered a measure of robustness. However, it lacks semantic
meaning. What we need are tools and techniques which are of practical value to ML engineers, allowing them to build mitigations
and operational safeguards which are aware of the limitations in robustness of the models used. Figure 13 shows a process by which
we may verify contextually meaningful measures of robustness [152].
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Fig. 13. Process for verifying contextually meaningful DNN robustness [152]
In this work a set of contextually meaningful perturbations are identi�ed, through discussions with domain experts, and a

formal encoding of the perturbation de�ned such that n 2 [0, 1]. Data samples are then perturbed with values of n to gradually
degrade the samples. We can then identify the level of perturbation necessary for a model to fail for a sample.

Figure 14 shows the result of this process. As the levels of contextually meaningful perturbation (haze, contrast and blur)
present in the image increase we see a corresponding degradation in the model performance. We note however that the rate of
degradation is not constant across all models, indeed for haze, the ‘best model’ changes as the image degrades. Such evidence
may lead us to re�ne our model in the presence of such conditions or to deploy multiple models with appropriate monitoring and
switching to mitigate safety concerns.
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Fig. 15. Building block arguments for making frontier AI safety cases [43]

7 AI SAFETY: THE GENERAL-PURPOSE AI MODEL SAFETY ARGUMENT
At this level of abstraction, the BIG argument considers the rapid adoption of foundational or frontier AI models,
such as LLMs, including in critical applications such as healthcare [154][155]. These models are often presented
as general purpose, with the intended context rarely speci�ed [15]. This makes their safety assurance at odds
with long-established safety principles and practices that consider safety as a context-sensitive property [156]
[99].
The general-purpose nature of foundational models has shifted the technical AI safety debate from context

to capability [157][158][159]. Major initiatives for assuring the safety of General-Purpose AI (GPAI) models
have concentrated on the potential ‘harmful’ outcomes that model capabilities may cause. For example, Google
DeepMind’s Frontier Safety Framework focuses on di�erent critical capability levels (CCLs) [160]. CCLs describe
“protocols for the detection of capability levels at which models may pose severe risks” [160].

The latest version (2.0) focuses almost exclusively on misuse and deceptive alignment risks. For example,
for the former risk, the framework pays a particular attention to frontier models “assisting in the development,
preparation, and/or execution of a chemical, biological, radiological, or nuclear (“CBRN”) attack” [160]. It considers
the use of safety cases for assuring the su�cient mitigation of this risk at the development, pre-deployment and
post-deployment stages.
The risk associated with these frontier model capabilities may be viewed as a common cause failure or

a particular risk [99]. That is, these failure conditions are problematic regardless of the speci�c context or
application (i.e. downstream safety). This has led to an emphasis in the technical AI safety literature on evaluation,
independent audits and red-team testing conducted at the model development stage and at the capability level
(i.e. upstream safety), where it is believed to be more e�ective to identify early warning signs (see Example 8 for
an independent pre-deployment evaluation of Anthropic’s Claude 3.5 Sonnet [161]).
Figure 15 depicts a preliminary proposal developed by Clymer et al. [43] for structuring a safety case for

‘advanced’ AI systems. The ‘blocks’ in this argument structure are based on a scale of dangerous capability.
This ranges from assertions about the inability of the AI model to cause catastrophic events to the capability
being controlled, trusted or monitored by a ‘credible’ AI advisor. It is important to note that research into the
development of safety arguments and patterns for frontier or foundational models remains in its early stages and
is yet to be subjected to independent scrutiny.

In Figure 16, we adapted and remodeled the overarching capability-based safety argument (depicted in Figure
15) as a GSN pattern. Essentially, the line of reasoning captured in the pattern is as follows: The top-level claim
that “GPAI capabilities do not cause unacceptable outcomes” (GPG1), is supported by considering each capability,
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Fig. 16. A General-Purpose AI Model Safety Argument represented in GSN

by arguing either that the capability is unable to cause unacceptable outcomes or that the risk of such outcomes
is reduced via one or more controls, including through trustworthy behaviour (safe-by-design) or oversight by
credible AI advisors (external controls). The expressiveness of the argument is improved by insisting on de�ning
key concepts such as unacceptable outcomes (GPC3) and credible AI advisors (GPC5).
A recent report by the UK AI Security Institute highlighted that developing a robust safety argument for

frontier AI remains a signi�cant challenge [123]. This relates to (A) implementation issues such as the readiness
of organisations to adopt safety case practices and integrate them into existing governance frameworks, (B)
technical matters such as eliciting the capabilities of evolving AI models, and (C) the act of writing frontier AI
safety cases, including deciding on the top-level claims and assessing con�dence in the arguments and evidence
[162].
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Assuringly, frontier AI companies have started to publish some of their initial or preliminary safety cases, most
notably Anthropic [121]. Anthropic uses safety cases as a primary means for supporting the implementation of
its ‘Responsible Scaling Policy’ (RSP) [163]. RSP represents the organisation’s framework for managing risks
from increasingly capable AI systems, de�ning risk thresholds after which model capabilities require safeguards
to mitigate the risks. It is noteworthy that RSP advocates for proportional safeguards, i.e. "safeguards that scale
with potential risks" [163]. This is consistent with the BIG argument, and the approach adopted in traditional
safety engineering for many years, within which the issue of risk mitigation and acceptance is not merely
technical and requires an in-depth and inclusive consideration, trade-o�s and justi�cation from technical and
sociotechnical perspectives [115]. This reinforces the need for integration and traceability between the di�erent
kinds of arguments within an AI safety case.

Example 8. Pre-Deployment Evaluation of Anthropic’s Claude 3.5 Sonnet

For a safety case to be complete, evidence must be provided to support the safety argument presented. For LLMs, evaluation
via red-teaming is often presented as a key measure for generating the necessary evidence. Here, the example is based on “Pre-
Deployment Evaluation of Anthropic’s Claude 3.5 Sonnet” [161]. The evaluation was jointly conducted and reported by the U.K. AI
Safety (now Security) Institute and U.S. AI Safety Institute. The evaluation considered di�erent types of capabilities namely (1)
biological capabilities, (2) cyber capabilities, (3) software and AI development and (4) safeguard e�cacy.

Considering the last category, Figure 17 shows the results reported by the U.S. AI Safety Institute, revealing that when subjected
to ‘jailbreak’ attacks, the model can assist with requests that could potentially lead to harmful e�ects (based on di�erent HarmBench
categories) [164]. That is, the model may be vulnerable to jailbreaks despite the technical safeguards designed by the developers. It
is important to note that technical safeguards in LLMs are just one of several risk control measures needed at di�erent technology,
system and societal levels. As our main argument shows, the su�ciency of these measures must be clearly justi�ed, challenged and
reviewed by the relevant stakeholders.

Fig. 17. Anthropic’s Claude 3.5 Sonnet Performance against HarmBench Categories) [161]
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8 CONCLUDING REMARKS
The BIG argument reveals the complexity of the chain of reasoning and the scale of evidence necessary for
assuring the safe deployment of AI systems in critical applications, including those utilising frontier models.
The argument centers on three characteristics. Firstly, it is balanced by addressing safety alongside other critical
ethical issues such as privacy and equity, acknowledging complexities and trade-o�s in the broader societal impact
of AI. Secondly, it is integrated by bringing together the social, ethical and technical aspects of safety assurance
in a way that is traceable and accountable. Third, it is grounded by building on long-established safety norms and
practices from safety-critical systems, such as being sensitive to context and maintaining proportionality.

The BIG argument highlights the multidisciplinary, participatory and sociotechnical nature of safety assurance
for complex AI-based systems, especially when granted more autonomy and deployed in open environments. We
conclude with the following remarks:

• Beyond Many Extremes: The BIG argument brings together di�erent, complementary perspectives,
avoiding unnecessary exceptionalism in the AI safety debate, such as technical vs. non-technical risks or
catastrophic vs. systematic harms. While safety has historically focused on accidental harm, the cyber
capabilities enabled by frontier AI and the security risks they pose reinforces the need for closer integration
between AI safety and security assurance, possibly under the broader umbrella of resilience engineering.

• Context is Key, but Capability Assurance is Essential: Safety is context-sensitive. E�ective safety
risk assessment requires a su�cient characterisation of the intended environment. The BIG argument
re�nes the notion of context across social, ethical, system and technological levels. However, frontier AI
models produce general-purpose capabilities that are concerning regardless of the speci�c context, such
as hiding behaviours during testing or undermining oversight. Instead of labelling these behaviours as
safe or unsafe, we should ensure the models do not exhibit them, with high con�dence, and assess safety
risk as soon as the deployment context is determined and scoped.

• Traceability for Accountability: A core aspect of the BIG argument is traceability, maintaining a
chain of reasoning that links the risk of harm to safety requirements and metrics driving the design and
evaluation of AI models and their training and testing datasets. Ensuring traceability represents sound
engineering and provides a basis for accountability throughout the AI lifecycle [165][166][167].

• Fast Rate of Change and Dynamism: Given the rapid nature of AI development, it is important to
integrate the BIG argument into a phased and iterative process that includes proactive monitoring and
updates, ensuring the argument remains valid within a dynamic safety case that evolves with system and
context changes [81][168].

• Urgent Need for Case Studies and Exemplars: In the face of novelty, we seek comfort in �rst principles.
However, this should be combined with case studies on the use of safety cases for actual AI systems in
diverse domains and applications, contributing to a body of credible, peer-reviewed knowledge in safety
cases and guidelines valuable to developers, users and policymakers [123].

We see the BIG argument as a step towards unifying the wide range of concerns related to the safe use of AI,
especially frontier models. We also believe it will help shape the research agenda for AI Safety. In particular, we
stress the importance of traceability for accountability. In traditional safety engineering, emphasis is placed on
designing for safety, which is known to be both e�ective and cost-e�ective. Given the way frontier AI models
are developed, this is perhaps one of the hardest objectives to achieve. The resolution might be to build on the
upstream-downstream concepts [99], with "design for safety" shaping the use of frontier AI in its downstream
context. This could be one of the most fruitful areas to develop use cases or exemplars.
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